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ABSTRACT
The growing ubiquity of virtual reality presents an opportunity
to explore uniquely active emotion elicitation stimuli with the po-
tential to elicit specific emotions more strongly when compared
to the traditional passive stimuli such as film, images, or sound.
We discuss the design and initial evaluation of four affective tasks
in virtual reality that take advantage of the medium’s interactive
nature to elicit frustration, confusion, boredom, and pleasure. We
report results suggesting their ability to elicit these emotions effec-
tively, as well as participant feedback regarding what task elements
contributed most to their felt emotions. Finally, we discuss the
potential for future works to compare the strengths of emotion
elicitation through passive and active stimuli, and our ultimate goal
of understanding student emotions in a VR classroom.
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1 INTRODUCTION
Lab-based emotion elicitation is traditionally done using passive
stimulus such as films [7], images [13], or sounds [5]. With a passive
stimulus, the user is typically given no task other than to absorb
the stimulus and be aware of their emotions. This paradigm comes
with a number of advantages. Passive stimuli are typically thought
to be well-standardized (all users experience the same thing and
thus the same emotion), they are typically easy to administer, and
can be performed using standard software.

The use of active stimuli is also becoming more popular. This
has been done more commonly in the driving context for works
that wish to detect negative states during driving [10, 12], but has
recently been expanded to other computerized tasks, such as simple
games [3, 17]. The use of active stimuli for collecting physiological
data meant to help build a model to recognize affect may bene-
fit from the elicitation source being closer to the final task. They
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also potentially eliminate the need for the cultural or linguistic
understanding needed for films that present a narrative story, pos-
sibly making them more universally applicable. Thus we consider
it potentially useful to further investigate their effects and benefits.

At the same time, virtual reality is becoming more widely known
as an immersive medium able to emotionally engage the user
through the user’s ability to interact more directly with the virtual
world [18]. The use of VR as an elicitation tool has been gaining
popularity as well, though primarily still in the context of passive
stimuli. For example, viewing a 360 degree video [14, 21] or view-
ing moving or static environments [15, 16], which we consider
immersive analogues of standard films and images. While these
works achieve noteworthy results and in some instances are able
to elicit emotions difficult to obtain in non-VR environments [1],
they do not use the medium to the full potential we believe it to
have. While passive stimuli often must rely on characters or narra-
tives presenting an emotion that the viewer must empathize with
[14], VR presents an opportunity to have the the participant experi-
ence the emotion more directly through their interaction with the
environment.

We have developed and begun testing the use of affective tasks
for eliciting emotion with virtual reality. Our goal is to detect nega-
tive states in students using educational VR applications by building
a model from physiological data mapped to emotions we expect
to see in educational settings. To that end, our tasks target frustra-
tion, confusion, boredom, and pleasure. We discuss in this paper
their design and challenges behind it, results of an initial feedback
study demonstrating their ability to elicit the targeted emotions,
and plans for future experiments to compare the effectiveness of
active and passive stimuli in and out of virtual reality.

2 TASK DESIGN
2.1 Task Descriptions
We describe all tasks by the named emotion they intend to elicit and
their desired location on the Russell circumplex model [19]. This
commonly-used model proposes that affective states arise from
two neurophysiological systems, one related to valence (the posi-
tive/negative continuum), and the other to arousal (the calm/excited
continuum). This creates four quadrants in which all emotions are
described as having low/high valence and low/high arousal.

All tasks are performed within a similar environment: an open
space with a large black floor and a skybox with colors picked to
match the intended emotion (similar to a strategy done by Liao et
al. [15]). All tasks have a score, with correct interactions gaining
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Figure 1: Affective Tasks. Buzzer Box asks the user to keep the green ball in the blue dome centerwhile an invisible force pushes
it away. Shape Match asks the user to select the shape shown on the left from the selection on the right. Box Sorting asks the
user to sort the box into the correctly colored binwhile occasionally giving incorrect feedback for correct sorts. Guided Tai Chi
asks the user to follow the colored spheres with their tracked hands while providing positive feedback. E shows a participant
performing Guided Tai Chi.

points to encourage engagement with the task. All users are told
that there is a point threshold that must be reached to “win”, though
tasks are always ended after a certain amount of time so as to avoid
unwanted frustration due to poor performance. Tasks are pictured
in Figure 1.

Frustration: Buzzer Box. Based loosely on an analogous 2D task
[17], this task aims to elicit frustration by presenting a deceptively
simple task with a difficult goal and high amounts of negative
feedback. Frustration is considered to have high arousal with mod-
erately low valence. We consider that difficult tasks [3] and frequent
unpleasant noises [8] elicit stress, a similar emotion, and thus incor-
porate those into our task design. We hypothesize that frustration
can be felt more strongly through active stimulus than passive as
the frustrating stimulus is being experienced directly by the user
instead of indirectly.

In Buzzer Box, the user is presented with a box containing four
pegs and a ball that follows their tracked hand’s position and ro-
tation. At the start of the task, they are told that they must use
their hand to balance the box and keep the ball within the marked
center of the box in order to score points, and that their score will
decrease when the ball is outside of that spot. Once the task starts,
an invisible force that the user is not told about pushes the ball from
the center and the user must quickly rotate their hand to counteract
the force. When the ball hits a peg or side of the box, a loud buzzer
is played. Due to the difficulty of the task this is heard frequently.

Confusion: Box Sorting. This task aims to elicit confusion by
presenting a simple task and occasionally breaking its rules without
informing the user. Confusion is among the lesser-studied emotions,
and while it was not always recognized as one [11], it is recently
been deemed important to consider, especially in the education
context [2, 6] where it is important to recognize and address for
optimal educational results. Confusion is generally considered to
have moderately high arousal and low valence, thus placing it in a
different position on the same low valence / high arousal quadrant
as frustration.

In Box Sorting, the user is stationed in front of a conveyor belt
and four colored bins. Once the task starts, boxes colored to match
one of the bins appear on the conveyor belt at a rate of one per
second. The user is asked to physically sort the boxes (grabbing
by reaching out and squeezing the trigger, throwing by releasing
the trigger during a throw motion) into the appropriate bin. If the
user performs an incorrect sort, a loud buzzer noise is played. Once
every five to ten correct sorts, the rule is broken and it is treated as
an incorrect sort, thus confusing the user.

Boredom: Shape Match. This task aims to elicit boredom by pre-
senting a simple task for a long period of time. Boredom is consid-
ered to have low arousal and valence. We consider a boring task to
be one which is easy but requires frequent interaction [3].

In Shape Match, the user is shown a shape on a screen in front of
them and must select the matching shape from a selection on a sep-
arate screen. Upon a correct match, points are awarded and the user
is given a two second break before the next target shape is shown.
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Upon an incorrect match, points are deducted and the loud buzzer
is played. Standard wand selection techniques are used to avoid the
interaction method causing any unnecessary entertainment. The
Box Sorting activity was originally planned as the boring task, but
upon initial pilots it was found that the act of throwing the boxes
alone made the task moderately enjoyable to pilot participants.

Pleasure: Guided Tai Chi. This task aims to elicit pleasure by
mimicking a low-intensity analogue activity (basic tai chi move-
ments) typically done for relaxation and pleasure [20] combined
with game design elements meant to enhance satisfaction. Pleasure
is typically considered to have a high valence and neutral arousal.

In Guided Tai Chi, the user is asked to move their hands along a
pre-recorded path illustrated by guiding spheres with a leading trail
telling them where to move. Positive game design elements include
motivational background music, a score multiplier that increases
when the user keeps their hands within the guiding spheres, and
basic animations and positive sound effects for performing well.

Neutral. A neutral room was designed to be placed in between
tasks so that users could recover from the emotion elicited from
the previous task, as is commonly recommended for films [7]. The
room contains a sky-blue skybox with basic rain sounds and a timer
showing time remaining until the next task.

2.2 Design Challenges
One of the primary challenges for affective tasks is the need for
standardization between participants. While all participants view-
ing a passive presentation (e.g. movie) may be expected to receive
the stimulus in the same way [7], this may be less true for an active
stimulus. For example, while viewers of a movie may differ in their
internal interpretation of the film, they will outwardly experience
it from similar viewing angles, room conditions, etc..., as there are
no ways to interact with the stimulus. Participants using an ac-
tive stimulus such as driving or playing a game may engage with
the tasks in ways that give them different experiences, and thus
potentially elicit different emotions. In our attempt to standardize
tasks, we made them as simple as possible, removing all possible
manners of interaction aside from those deemed essential to the
desired emotion.

Confusion was the most difficult emotion to design a task for.
Initial planning considered a lecture on a difficult topic or a lec-
ture with occasional incorrect information with a quiz at the end,
similar to other works eliciting confusion by presenting a passage
with incongruent information [9]. While this would possibly create
a stimulus more similar to the feeling of confusion encountered
in an actual classroom, it presented several problems. If the user
happened to already be familiar with the material, they could ex-
perience no confusion at all, while a user with no familiarity with
even the base concepts could disengage and experience boredom.
In order to get across enough material to present a meaningful quiz,
the task would have to last a larger amount of time that might result
in obfuscating the moments of confusion in physiological data. For
these reasons we pivoted to a simpler task with a more universal
confusing stimulus.

Table 1: Summary of self-assessment results. Emotion refers
to the label selected by themost participants. Strength of the
elicited emotion (out of 7) and valence and arousal (out of 9)
are given as averages.

Task Emotion Strength Valence Arousal
Buzzer Box Frustrated 4.2 3 6
Shape Match Bored 5.2 4.5 3.5
Guided Tai Chi Pleased 4.4 6.5 6.5
Box Sorting Frustrated 5.2 3.5 6

3 USER EVALUATION
We conducted an informal user evaluation with the intent of verify-
ing if tasks elicited their targeted emotions. Results were obtained
with end-of-task self-assessments and discussion questionnaires
given after all tasks were completed. Five participants1 were re-
cruited for the study.

After an initial discussion of the study, participants donned an
HTC Vive Pro Eye headset and Empatica E4 wristband. Heart rate,
electrodermal activity (EDA), eye openness, and pupil diameter
were recorded throughout the experience for future analysis. Par-
ticipants were told that they would be asked to complete a series
of tasks meant to elicit certain emotions and an assessment of how
they felt during the task right after. Participants remained standing
throughout the entire study, lasting approximately 15 minutes. The
order of the tasks was randomized.

Each task lasted a set amount of time based on preliminary
testing. Buzzer box lasted 90 seconds, as testing indicated that the
difficult task would get more frustrating over time, but a user may
give up if it lasts too long. Box Sorting lasted 60 seconds, so that
the broken rule would happen a small number of times and the
participant would not catch on to the rule breaking. Shape Match
lasted 180 seconds, as testing showed that the simple task would get
more boring over time. Guided Tai Chi lasted 120 seconds, as testing
suggested this gave users enough time to enjoy the experience
before the novelty wore off. Participants rested in the neutral room
for 30 seconds between tasks. After the final task was complete,
participants were interviewed about their responses.

After each task, users completed self-assessments using a sim-
ple in-world interface picture in Figure 2. To obtain a descriptive
emotion label, a wheel showing 8 emotions (frustrated, confused,
sad, bored, excited, pleased, contented, relaxed) was displayed. Two
emotions were picked from each quadrant of the circumplex model
so as to display a variety of options while keeping the interface
simple enough to meet VR constraints. Four were picked from those
we desired to elicit, and four were picked from other common low-
number emotion models. Once a label is selected, users are asked
to rate how strongly that emotion was felt on a scale from 1 to 7.
Finally, they rated their valence and arousal on a SAM-like scale
[4] from 1 to 9.

3.1 Results
Three of the four tasks primarily elicited the targeted emotion, with
all falling into their expected quadrants in the circumplex model.

1Participant numbers are low in part because of COVID-19 related restrictions
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Figure 2: Interface used for self-assessment after each task.

Results are summarized in Table 1. An initial statistical analysis
on physiological features supports a difference between tasks for
eye-related features.

3.1.1 Self-Assessment and Feedback. For Buzzer Box, three partic-
ipants indicated they were frustrated while two selected excited,
with the average strength of the elicited emotion at 4.2 out of 7.
Average valence-arousal ratings were 3 and 6 out of 9, respectively.
During freeform feedback, those who were frustrated explained
that it was more difficult than they expected and that the buzzer
noise itself was frustrating, stating that they stopped caring about
points and only wanted to avoid the buzzer. Those who were ex-
cited stated that the invisible force on the ball made it fun, and once
they were able to keep the ball in the right spot they felt like the
achieved a difficult goal.

For Shape Match, four participants selected that they were bored
while one selected they were frustrated, with an average strength
of 5.2. Average valence-arousal ratings were 4.5 and 3.5. Those who
were bored stated it was because the task was easy, repetitive, and
long, with the score goal providing incentive to continue despite
boredom. The participant who selected frustrated stated the same
reasons, plus distraction from uncontrolled noises outside of the
lab environment.

For Guided Tai Chi, three participants selected pleased while
two selected contented, with an average strength of 4.4. Average
valence-arousal ratings were 6.5 and 6.5. All participants noted that
the vibrationwas relaxing, the taskwas simple yet fun, and that they
enjoyed the novelty of the experience, with no apparent distinction

Table 2: Mean pupil size (in mm) and blink rate (in blinks
per minute) reported per task.

Task Pupil Size Blink Rate
Buzzer Box 4.49 12.8
Shape Match 2.78 24.3
Guided Tai Chi 3.71 27.5
Box Sorting 3.49 43.6

in the feedback from the two emotion-label groups. Three noted
that the experienced pleasure was hampered by an inability to see
the targets for both hands at one time, a unique challenged posed
by the nature of VR.

Box Sorting was the least agreed-upon, with three selecting
frustrated, one selecting excited, and one selecting confused, with
an average strength of 5.2. Average valence-arousal ratings were 3.5
and 6. Those who were frustrated stated that they were confused for
the first two to three forced rule breaks, but then realized the game
was “tricking” them and felt that it was unfair. The participant who
selected excited stated they enjoyed just being able to throw the
cubes, and the negative feedback did not bother them much. The
one who selected confused cited the forced rule breaks, but also the
fact that, due to a function of the development toolkit used, each
box was highlighted in a light blue color when it became grabbable,
thus momentarily confusing them on which bin to sort it into.

All participants stated that the neutral area allowed enough
time and appropriate environment to transition out of the emotion
elicited by the previous task.

3.1.2 Initial Physiological Analysis. Heart rate, EDA, and pupil
diameter (per eye) were recorded throughout each task. Averages
were taken per user across the middle 50% of each task to remove
initial physiology changes and any rolloff from users getting used to
the task. Blink rate was extracted (per eye) from eye openness values
by counting any blink that passed a certain amplitude threshold and
dividing by the length of the task. Values for eye-related features
were not found to differ substantially between eyes, thus both eyes
were averaged together for analysis.

Repeated measures ANOVA tests were performed on averages
and blink rates. A significant difference between tasks was de-
tected for all eye-related features: 𝐹 (4, 12) = 14.522, 𝑝 < 0.001
for pupil size and 𝐹 (4, 12) = 9.334, 𝑝 = 0.001 for blink rate, in-
dicating good potential for its use as a feature for differentiat-
ing emotional states. Followup pairwise tests on pupil size indi-
cate significant differences (𝑝 < 0.05) between all tasks except
Box Sorting and Tai Chi. Followup tests on blink rate indicate
significant differences between all tasks except Shape Match and
Tai Chi. No significant difference between tasks was detected for
heart rate and EDA: 𝐹 (3, 12) = 2.642, 𝑝 = 0.097 for heart rate and
𝐹 (1.08, 4.32) = 0.353, 𝑝 = 0.598 for EDA. A low participant count
gives minimal statistical power, and we are investigating sensor
reliability.

Means for eye-related features can be seen in Table 2. Initial
impressions suggest a possible correlation between pupil size and
arousal value, as Shape Match produces the lowest diameter. A
complex relationship is suggested between blink rate and emotion;
its highest rate is during Box Sorting, intended to create confusion
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and cognitive load, while its lowest rate is during Buzzer Box, in-
tended to just create frustration, though both tasks were primarily
reported as being frustrating. This relationship will be investigated
more thoroughly in future works.

4 DISCUSSION AND FUTUREWORKS
Results, though interpreted lightly, suggest the validity of using
affective tasks to elicit emotion. All tasks except for Box Sorting
successfully elicited their targeted emotions, with each receiving
useful feedback that participants believed would enhance the de-
sired effects of each task. We intend to use this feedback to improve
the tasks and conduct a larger study comparing them to passive
stimuli. For example, based on feedback we believe Box Sorting will
be made more confusing by reducing the time, including fewer rule
breaks, and introducing more ambiguous rules, such as boxes that
are colored to not sort correctly into any bin. Buzzer box will be
made more frustrating by increasing the invisible force on the ball,
thus making it more difficult and less enjoyable. Guided Tai Chi
will be made more enjoyable by creating a new flow that allows
the user to look at both hands at all times.

We also consider the possibility that by creating tasks involving
movement, there may be a conflation of physiological reactions
elicited by movement alone and by other factors. For example, for
the Guided Tai Chi task, it is unknown how much of the physi-
ological reaction is caused by the necessary movements vs. the
rumble effect, score multipliers, and other effects put in to help
elicit its targeted emotion. Future studies could consider task varia-
tions that replicate the same physical motions but change or omit
emotive backgrounds, scores, or other aspects. This would allow
us to identify more clearly what components of each task elicit cer-
tain physiological reactions and to better understand physiological
effects of motion.

In a future study, we intend to run a two-phase experiment in
which one phase sees participants view film clips from the American
Emotional Film Library [7] and 360 degree videos from [14] in
VR, and the other phase sees participants completing either our
affective tasks or their movement-only variants. Comparisons can
then be made on the strength of their elicitation and, perhaps more
importantly, the ability to distinguish between SAM ratings and
physiological readings for the emotions they elicit.

Once they have been verified, we intend to use our affective tasks,
along with other research into the physiology of attention and
distraction, to build models to recognize inattentive or otherwise
negatively affected students in VR classrooms. These models would
be used to notify teachers of students who may need extra help in
the classroom. We believe this would address a critical gap in the
educational VR space in which users are less able to use and read
non-verbal communication due to the use of avatars with limited
expression.
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